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COMPLEMENTARIES AND DIFFERENCES
Type of Method Statistics Machine Learning Data Mining

Descriptive Methods Statistical Methods Rule format based

Mixed Types between

Stat&ML

p-values Decision trees

Standard errors

Clustering Partitioning Clustering Conceptual Clustering All Types

Hierarchical Clustering Rule-Based Clustering

Classification Discriminat function Neural nets Mixed types

K-NN classifier Rule-based classifier

CART decision tree Case-based reasoning

Decision tree induction

Regression Regression Methods Regression Methods Regression Methods

Association Rules Association rule methods Association rule methods

Visualizations Dendrogram

Tree Representation

Visualization

Tree Representation

Visualization



THE DATA MINING CYCLE AND SOME TYPICAL APPLICATION DOMAINS



DATA MINING ON MULTIMEDIA DATA



THE LIVE CYCLE VIEW OF STATISTICS



EARLY MOTIVATING APPLICATIONS OF
DATA MINING

• Database Marketing
• Trading at Stock Market
• Market Basket Analysis



HOW IS DATA MINING DIFFERENT?

▪ Different from what? (statistics, ML)

▪ Data can be unstructured (e.g., text) and of different types (e.g. multimedia)

▪ Data can come from different sources and have conflicts/missing 
data/outliers

▪ Usually a data information step is required

▪ Data pre-processing requires most of the time

▪ Data might not fit into memory

▪ Not such a strong requirement to the accuracy of the model



DATA MINING CHALLENGES

 Large/huge data sets
- Data sets can be rich in the number of data
- Data sets can be rich in the number of attributes
- Unlabeled data (data labeling might be expensive)
- Data quality and data uncertainty

 Data preprocessing and feature definition for 
structuring data
- Data representation
- Attribute/Feature selection
- Transforms and scaling

 Scientific data mining
- Classification, multiple classes, regression
- Continuous, binary, and mixed type attributes
- Large data sets
- Nonlinear problems

 Erroneous data, outliers, novelty, and rare 
events
- Erroneous & conflicting data
- Outliers
- Rare events
- Novelty detection

 Smart visualization techniques

 Feature Selection & Rule formulation

 Special outcomes: Associations (e.g. 
NETFLIX), nuggets, enrichment

 Recent challenges: causality, active learning, 
multi-classes, big data



EMERGY TECHNOLOGIES AND TENDS



BIG DATA AND THEIR REQUIREMENTS

Volume 
represents the
actual amount of
data available

Velocity is the
speed at which
data is being
created and how
fast it must be
processed to
meet business
needs.

Variety refers to
the multiple data
sources and
varied formats in 
which the data
can be presented.

Veracity denotes
the uncertainty
surrounding data
caused by
inconsistency and
incompletness.



BIG DATA SUCCESS



ANALYTICS VALUE CHAIN



TRENDS IN BIG DATA



DATA MINING AND BIG DATA ANALYTICS



A HISTORY OF BIG DATA



HOW IS BIG DATA ANALYTICS DIFFERENT?

▪ Data is unstructured

▪ Data comes from different sources and has conflicts/missing data/outliers

▪ Usually a data fusion step is required

▪ Data are dynamic

▪ Often has a crowdsourcing component (e.g. Twitter)

▪ Often sensor processing steps are required (domain specific)

▪ Because of the size of processed data things have to be done differently

 Involves high-performance computing and specialized algorithms



ORDERS OF MAGNITUDE OF DATA (SOURCE: 

WIKIPEDIA)



CLOUD COMPUTING (MULTIPROCESSOR COMPUTING AND PARALLEL PROCESSING)

• Scaleable of the Memory 
(horizontal or vertical)

• Scaleable or Parallelization of
the algorithm

• Memory Organization
• Incremental Data Access and

Computing

• Scheduling Problem, 
Protocolls

• Input/Output Problems
• Signal Preprocessing on SP

Master Computer 

Central Bus

Input/Output
Device

Preprocessor

Signal or Data

... Slave 1
Processor

...

Local Memory 1 Local Memory 2 Local Memory n

Slave 2
Processor

Slave n
Processor

Global External
Memory



MEMORY ORGANIZATION

Data-1 Data_2 … … … Data-n

Data-11 Data_12 … … … Data-1n

…

…

…

…

…

Data-n1 Data-n2 … … … Data-nn

Data-1 Data_2 … … … Data-n

Data-11 Data_12 … … … Data-1n

…

…

…

…

…

…

Data-n1 Data-n2 … … … Data-nn

Scaleable Vertical 

Scaleable Horizontal

The mode of Scaling has influence
to the processing schema!

Suppose we want to procress the
Distribution Function over a variable
Then it is preferable to split the
Memory in such a way that one
Processor can calculate the the function
over the variable.



MEMORY ORGANIZATION (REDUNDANCY-POOR STORAGE)

▪ Model-based organization for Time-Series Data

▪ The time series are modelled by Functions and only the coefficient are stored

▪ Summarize the data into a statistical model

Methods for Redunce-Poor Storage of 
Data in Memory

Reduction of the Sample Points Reduction of the Variable Range

Time-Adisquant 
Storage

Control of the Sample 
Point With

Preprocessing of the 
Sample-Point Delta Modulation Linear Prediction

Combined Methods

Pattern Recognition

Statistical Models
Non-parametrical

Models



INTERPOLATION AS DATA REDUCTION

Data Coder Data Decoder

Special Indexing Meachanism



DELTA MODULATION AS CODER

Data Stream 1 1 1

… 0

… 1

Data Stream 4 4 1

… 1

… 0

… 0

Data Stream 8 8 1

8 Bits

Memory

Memory Organization



MEMORY ORGANIZATION

▪ The kind of memory organization depends on the type of data.

▪ Time-series data can be handeled differently than image data.

▪ Statistical methods can help to summarize the data so that memory
capacity is saved!

▪ This models can be incrementally updated based on MML.



SPECIFIC ALGORITHMS FOR BIG DATA ANALYTICS

Modified algorithms

▪ Modified algorithms for regression/classification models for parallel computation

▪ Incremental methods for decision tree learning and other models

▪ Labeling of unlabeled data, oracle-based methods

▪ Semi-supervised learning and active learning

New Algorithms

▪ Outlier detection

▪ Data cleansing with similarity-based algorithm and statistical methods that can be parallelized

▪ Data completion algorithms for partially filled data e.g. similarity-based methods

▪ Data anonymization algorithms



SPECIFIC ALGORITHMS FOR BIG DATA 
ANALYTICS

▪ Case-based reasoning algorithm are of specific attraction. The memory 
can be easily separate horizontally and each processor can handle the 
data without interaction to any other slave. The master can process the 
final results.

▪ CBR can handle incomplete data and can do incremental learning.

▪ CBR has also to do with indexing and case storage. The CBR methods
need to be adapted or further developed for cloud computing.



SPECIFIC ALGORITHMS FOR BIG DATA 
ANALYTICS

Functions that are separateable and allow calculation of functions in only 
one direction of the separation and at the end the final result get 
summarized by all other separate results. 

(e.g. filters, descriptive statistics, statistical models that are not based on 
mixtures or the mixtures can be calculated separately.



CONCLUSION

▪ Big Data - Mean a Huge Amount of Data is to be processed

▪ It does not only have to with new methods for data analytics.

▪ It has to do with Cloud Computing and Parallel Computing.

▪ Memory Organization is a big Challenge.

▪ How to keep the data? – As raw data or summarized in a model?

▪ What algorithm are scaleable?

▪ Incremental Learning is necessary since processing of big data takes time. We
need incremental learning model for all kind of algortihms nontheless if they
come from statistics or machine learning.

▪ Separateable function are welcome.
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